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Abstract

In this paper we propose a learning method of
fuzzy if-then rules for pattern classification prob-
lems. We assume that each training pattern has
a weight that describes its importance. The an-
tecedent part of fuzzy if-then rules are specified by
partitioning each attributes into fuzzy sets while
the consequent class and the degree of certainty
of the fuzzy if-then rules are determined from the
compatibility and weights of training patterns.
The proposed learning method adjusts the de-
gree of certainty so that the classification cost is
minimized. Experimental results on several UCI
data sets show the effectiveness of the proposed
method.

Keywords: Fuzzy if-then rule, pattern classifi-
cation, learning, error correction.

1 Introduction

While fuzzy rule-based systems have been mainly
applied to control problems [10, 11, 14] in the
past, recently they have also been applied to pat-
tern classification problems. Various methods
have been proposed for the automatic generation
of fuzzy if-then rules from numerical data for pat-
tern classification [13, 9, 7, 1, 2, 3].

Let us assume that our pattern classification
problem is an n-dimensional problem with M

classes and m given training patterns xp =
(xp1, xp2, . . . , xpn), p = 1, 2, . . . , m. Without loss
of generality, we assume each attribute of the
given training patterns to be normalised into the
unit interval [0, 1]; that is, the pattern space is

an n-dimensional unit hypercube [0, 1]n. In this
study we use fuzzy if-then rules of the following
type as a base of our fuzzy rule-based classifica-
tion systems:

Rule Rj : If x1 is Aj1 and . . . and xn is Ajn

then Class Cj with CFj , j = 1, 2, . . . , N,

(1)
where Rj is the label of the j-th fuzzy if-then rule,
Aj1, . . . , Ajn are antecedent fuzzy sets on the unit
interval [0, 1], Cj is the consequent class (i.e. one
of the M given classes), and CFj is the grade
of certainty of the fuzzy if-then rule Rj . As an-
tecedent fuzzy sets we use triangular fuzzy sets as
in Figure 1 where we show a partition of the unit
interval into a number of fuzzy sets.
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Figure 1: Membership function.

There are several cases where misclassifica-
tion/rejection of a particular input pattern will
cause extra costs. For example in medical diag-
nosis of cancer, diagnosing people with cancer as
no having the disease chould be penalised more
than diagnosing healthy individuals as cancer can-
didates. In [12] a pattern classification problem
is re-formulated as a cost minimization problem.
The concept of a weight is introduced for each
training pattern in order to handle this situation.
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The weight of an input pattern can be viewed
as the cost of misclassification/rejection for it.
Fuzzy if-then rules are generated by considering
the weights as well as the compatibility of training
patterns.

In this paper we propose a learning method for
fuzzy if-then rules. We adjust the grades of
certainty CFj in Equation (1). The proposed
method can be categorized as error-correction
type learning. That is, the adjustment of fuzzy if-
then rules occurs only when a training pattern is
misclassified. The main idea is to penalise fuzzy
if-then rules that misclassify a training pattern
and to enhance fuzzy if-then rules that are used
to correctly classify the pattern.

In a series of computer simulations we examine
the performance of the proposed learning method.
The classification ability is exmined for several
real-world pattern classification that are available
from the UCI machine learning repository. From
the simulation results we show that the perfor-
mance of a fuzzy classification system is improved.

2 Fuzzy Classification

This section describes the generation of fuzzy if-
then rules from given training patterns. Our
fuzzy rule-based classification system consists of
N fuzzy if-then rules each of wich has a form
as in Equation (1). There are two steps in the
generation of fuzzy if-then rules: specification of
antecedent part and determination of consequent
class Cj and the grade of certainty CFj . The
antecedent part of fuzzy if-then rules is specified
manually. Then the consequent part (i.e. conse-
quent class and the grade of certainty) is deter-
mined from the given training patterns [7]. In [6]
it is shown that the use of the grade of certainty
in fuzzy if-then rules allows us to generate com-
prehensible fuzzy rule-based classification systems
with high classification performance.

2.1 Fuzzy Rule Generation

Let us assume that m training patterns xp =
(xp1, . . . , xpn), p = 1, . . . , m, are given for an n-
dimensional C-class pattern classification prob-
lem. We also assume that a weight ωp, p =

1, . . . , m, is assigned to each training pattern a
priori. The consequent class Cj and the grade of
certainty CFj of the if-then rule are determined
in the following manner:

Step 1: Calculate βClass h(j) for Class h as

βClass h(j) =
∑

xp∈Class h

µj(xp) · ωp, (2)

where

µj(xp) = µj1(xp1) · . . . · µjn(xpn), (3)

and µjn(·) is the membership function of
the fuzzy set Ajn. In this paper, we use
triangular fuzzy sets as in Figure 1.

Step 2: Find Class ĥ that has the maximum value
of βClass h(j):

β
Class ĥ

(j) = max
1≤k≤C

{βClass k(j)}. (4)

We note that this fuzzy rule generation method
can also be applied to the standard pattern clas-
sification problem where there are no pattern
weights. In this case, the class and the grade
of certainty are determined from training pat-
terns by specifying a pattern weight as ωp = 1
for p = 1, . . . , m.

If two or more classes take the maximum value,
the consequent class Cj of the rule Rj can not be
determined uniquely. In this case, specify Cj as

Cj = φ. If a single class ĥ takes the maximum

value, let Cj be Class ĥ. The grade of certainty
CFj is determined as

CFj =
β

Class ĥ
(j) − β̄

∑
h βClass h(j)

(5)

with

β̄ =

∑
h 6=ĥ

βClass h(j)

c − 1
. (6)

2.2 Fuzzy Reasoning

Using the rule generation procedure outlined
above we can generate N fuzzy if-then rules as
in Equation (1). After both the consequent class
Cj and the grade of certainty CFj are determined
for all N rules, a new pattern x = (x1, . . . , xn) can
be classified by the following procedure:
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Step 1: Calculate αClass h(x) for Class h, j =
1, . . . , C, as

αClass h(x) = max{µj(x) · CFj |Cj = h},
(7)

Step 2: Find Class h′ that has the maximum
value of αClass h(x):

αClass h′(x) = max
1≤k≤C

{αClass k(x)}. (8)

If two or more classes take the maximum value,
then the classification of x is rejected (i.e. x is
left as an unclassifiable pattern), otherwise assign
x to Class h′.

3 Learning Fuzzy If-Then Rules

This section presents a learning method of fuzzy
if-then rules for improving classification perfor-
mance. It adjusts the grades of certainty CFj .
We do not adjust the shape of membership func-
tion as the interpretability of fuzzy if-then rules
would be reduced by doing so. The proposed
learning method is based on an error-correction
learning approach where the adjustment occurs
when classification of training patterns is not suc-
cessful. When a training pattern is correctly clas-
sified we do not adjust the grade of certainty. The
main idea of the learning method is to adjust the
degree of certainty CFj of two fuzzy if-then rules:
We decrease the degree of certainty of a fuzzy if-
then rule that misclassifies a training pattern and
in turn increase that of a fuzzy if-then rule that
is supposed to correctly classify the training pat-
tern.

Let us assume that we have generated fuzzy if-
then rules by the rule-generation procedure de-
tailed in Section 2.1. We also assume that a fuzzy
if-then rule Rj misclassifies a training pattern xp.
That is, Rj is used to classify xp from Class c∗

by using Equation (8) but the consequent class
Cj does not agree with the true class of the train-
ing pattern x. Let R∗ be the fuzzy if-then rule
that is selected by Equation (7). That is, R∗ has
the maximum value of αClass c∗(xp) among those
fuzzy if-then rules with Class c∗ but does not have
the maximum value among all generated fuzzy if-
then rules. The proposed learning method adjusts

the grades of certainty of Rj and R∗ as follows:

CFnew
j = CF old

j − η · ωp · CF old
j , (9)

CFnew
∗ = CF old

∗ − η · ωp · (1 − CF old
∗ ), (10)

where ωp is the weight of the training pattern xp,
and η is a positive constant value. We assume
that 0 ≤ η ≤ 1.

One epoch of the proposed learning method
involves examining all given training patterns.
Thus there will be 2m adjustments of fuzzy if-then
rules if all m training patterns are misclassified.
The learning process is summarized as follows:

Step 1: Generate fuzzy if-then rules from m given
training patterns by the procedure in Sec-
tion 2.1.

Step 2: Set K as K = 1.

Step 3: Set p as p = 1.

Step 4: Classify xp by using the generated fuzzy
if-then rules in Step 1.

Step 5: If xp is misclassified, adjust the grades of
certainty using Equations (9) and (10).
Otherwise no rules are adjusted.

Step 6: If p < m, let p := p + 1 and go to Step 4.
Otherwise go to Step 7.

Step 7: If K reaches a pre-specified value, stop
the learning procedure. Otherwise let
K := K + 1 and go to Step 3.

Note that K in the above learning procedure cor-
responds to the number of epochs.

4 Experimental results

4.1 Cost function

In this section we examine the performance of
the proposed method. Under the assumption
that a weight is assigned to each training pat-
tern, we use the concept of classification/rejection
cost throughout the computer simulations in this
paper. The weight of training patterns can be
viewed as the importance of the patterns. More
emphasis should be placed on those patterns with
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large weights than on those with small weights.
The weight of misclassified/rejected patterns is
considered as a cost of misclassification or rejec-
tion. We define a cost function Cost(S) of a fuzzy
classificatoin system S as follows:

Cost(S) =
m∑

p=1

ωp · zp(S), (11)

where m is the number of training patterns, ωp is
the weight of the training pattern xp, and zp(S)
is a binary variable set according to the classi-
fication result of the training pattern xp by S:
zp(S) = 0 if xp is correctly classified by S, and
zp(S) = 1 otherwise (i.e. xp is misclassified or
rejected). We use this cost function as a perfor-
mance measure as well as classification rate.

4.2 Assigning weights

We use real-world pattern classification problems
that are commonly used in literature. All the
classification problems are available from the UCI
machine learning repository. Since weights for
training patterns are not included in these pat-
tern classification sets, we assign a weight to each
training pattern in order to make a synthetic situ-
ation where a weight is given a priori. We consider
two cases. In Case 1 we specify ωp as ωp = 0.5
if the training pattern xp belongs to Class 1 and
ωp = 1.0 if xp belongs to Class 2. On the other
hand ωp of the training pattern xp is specified as
ωp = 1.0 if xp belongs to Class 1 and ωp = 0.5
if xp belongs to Class 2. Note that we apply the
proposed learning method only to 2-class classi-
fication problems in the computer simulations in
this paper. However, it is clear that it can simi-
larly be applied to pattern classification problems
with any number of classes.

Table 1: Data sets used in the experiments.
Data set Attribute Classs Pattern

Haberman 3 2 306
Breast cancer 9 2 683

Sonar 60 2 208

4.3 Experimental settings

In order to construct a fuzzy classification system
it should be determined how to partition each at-
tribute variable into fuzzy sets. In this paper we
divide each axis into three fuzzy sets as shown in
Figure 1. The number of generated fuzzy if-then
rules in a fuzzy classification system depends on
the partition of attributes and the dimensionality
of a pattern classsifiation problem. Since there
are three fuzzy sets for each attribute, the possible
number of combination of antecedent fuzzy sets is
N = 3n where n is the number of attributes.

Table 2: Simulation results before learning.
Data Classification rate Cost(S)

Haberman 74.2% 40.5
Breast cancer 98.2% 9.0

Sonar 80.3% 38.0

Table 3: Simulation results (η = 0.1, K = 10).
Data Classification rate Cost(S)

Haberman 74.2% 39.5
Breast cancer 98.7% 5.5

Sonar 89.9% 12.0

Table 4: Simulation results (η = 0.1, K = 20).
Data Classification rate Cost(S)

Haberman 73.9% 40.5
Breast cancer 98.8% 5.0

Sonar 92.3% 9.5

There are two parameters in the proposed learn-
ing method: η, a positive constant and the num-
ber of epochs K. For the computer simulations
reported here we used the following parameter
specifications: η = 0.1, 0.3, and K = 10, 20, i.e.
four possible combinations.

We used three real-world data sets from the UCI
machine learning repository. Table 1 lists the de-
tails of these data sets.

4.4 Results for Case 1

The performance of fuzzy classification systems
before applying the learning method is shown in

EUSFLAT - LFA 2005

1067



Table 5: Simulation results (η = 0.3, K = 10).
Data Classification rate Cost(S)

Haberman 73.9% 40.0
Breast cancer 98.8% 5.0

Sonar 89.9% 12.0

Table 6: Simulation results (η = 0.3, K = 20).
Data Classification rate Cost(S)

Haberman 73.9% 40.0
Breast cancer 98.8% 5.0

Sonar 92.8% 9.0

Table 2. We also show the simulation results for
Case 1 (wq = 0.5 for Class 1 patterns and wq = 1.0
for Class 2) in Tables 3 to 6. From there we
can see that the performance of fuzzy classifica-
tion systems was clearly improved by the learning
fuzzy if-then rules. We can also see that the ef-
fect of the learning method is larger when larger
values of η and K are used.

4.5 Results for Case 2

As mentioned Case 2 uses wq = 1.0 for Class 1
patterns and wq = 0.5 for Class 2 patterns. In Ta-
ble 7 the performance of fuzzy classification sys-
tems before learning is shown. Note that classifi-
cation/rejection costs (Cost(S) are different from
those in Table 2 although classification rates are
the same. This is because the number of Class
1 patterns is different from that of Class 2 pat-
terns. The performance of the proposed learning
method is shown in Tables 8 to 11. Again it is
apparent that the performance of fuzzy classifi-
cation systems is improved. In fact, the effect of
the learning method for Case 2 is more significant
than for Case 1.

Table 7: Simulation results before learning.
Data Classification rate Cost(S)

Haberman 74.2% 78.0
Breast cancer 98.2% 9.0

Sonar 80.3% 23.5

Table 8: Simulation results (η = 0.1, K = 10).
Data Classification rate Cost(S)

Haberman 77.1% 59.0
Breast cancer 99.0% 4.0

Sonar 74.0% 27.0

Table 9: Simulation results (η = 0.1, K = 20).
Data Classification rate Cost(S)

Haberman 76.8% 60.0
Breast cancer 99.0% 4.0

Sonar 85.1% 15.5

5 Conclusions

In this paper, we have proposed a learning method
for fuzzy rules that adjusts the grade of certainty.
The main idea of the proposed method is to pe-
nalise a fuzzy if-then rule that is responsible for
the misclassification of a training pattern and to
enhance a fuzzy if-then rule that is supposed to
correctly classify the training pattern. Exper-
imental results based on various standard data
sets have demonstrated the usefulness of this ap-
proach.

Currently we are examining the performance of
the proposed method on unseen test data. Al-
though this paper examined classification perfor-
mance on training patterns the final aim of clas-
sification is to correctly classify unseen patterns.
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